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RESUMO

Este trabalho analisa o impacto da Inteligéncia Artificial (IA) nos direitos da personalidade, abordando as lacunas
existentes na legislagao brasileira em relagdo a protecdo de direitos fundamentais como a privacidade, a honra, a
imagem e a integridade moral. A pesquisa explora como o avanco das tecnologias digitais, especialmente as
ferramentas de manipulagdo de imagens, como deepfakes, gera desafios para os sistemas juridicos. O objetivo
geral é analisar o impacto da inteligéncia artificial nos direitos da personalidade, considerando desafios juridicos,
lacunas legislativas e meios de enfrentamento. Os objetivos especificos sdo: explorar a definigdo e aplicagdo dos
direitos da personalidade no Brasil; contextualizar sua evolugao historica e relevancia na era digital; discutir como
a IA, enquanto inovagéo tecnologica, pode afetar direitos fundamentais, destacando a necessidade urgente de uma
reflexdo sobre o uso inadequado dessas tecnologias e o risco de violagdo de direitos consagrados. A metodologia
utilizada foi a qualitativa e exploratoria, com analise de bibliografia e legislagdo, orienta a discussdo das
consequéncias juridicas da IA e a necessidade de normas que integrem inovagéo tecnoldgica e preservacao dos
direitos fundamentais. Estrutura-se em trés topicos, sendo abordado os direitos da personalidade, em sequéncia
aponta o percurso histdrico da internet, e por fim apresenta as implicacdes legais da IA propondo a urgéncia de
um marco regulatoério que garanta a protecdo dos individuos. A conclusdo aponta para a necessidade de um
equilibrio entre o avango tecnoldgico e a prote¢do dos direitos humanos, haja vista que a internet ndo pode ser
considerada uma terra de ninguém, sem lei. Deve-se enfatizar a urgéncia de uma regulacdo mais especifica e que
proteja os cidadaos dos riscos inerentes ao uso de IA, especialmente em relacdo a manipulacao digital de imagens
e dados pessoais.

PALAVRAS-CHAVE: Inteligéncia Artificial. Direitos da Personalidade. Privacidade. Deepfakes.

INTRODUCAO

Entre os desafios impostos a sociedade contemporanea esta a utilizagao de tecnologias,
dados e sistemas automatizados de forma a garantir que ndo ameacem os direitos fundamentais
da populacdao. Embora existam normas juridicas direcionadas aos campos da ciéncia, tecnologia
e inovagdo, como o Marco Civil da Internet (Lei n. 12.965/2014) e a Lei Geral de Protecdo de
Dados Pessoais (Lei n. 13.709/2018), lacunas permanecem no ordenamento juridico, sobretudo
no que tange a responsabilidade civil por danos decorrentes de atos praticados por sistemas
autobnomos de inteligéncia artificial. Essa auséncia de regulagdo reflete o estadgio incipiente do
debate, que demanda maior reflexdo e desenvolvimento para acompanhar o avango acelerado
dessas tecnologias.

Nesse contexto, surge a necessidade de investigar as consequéncias do uso inadequado
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de sistemas autossuficientes de inteligéncia artificial e de compreender como o ordenamento
juridico pode enfrentar os desafios decorrentes de seu impacto nos direitos da personalidade.
Trata-se de uma reflexdo urgente, considerando que a auséncia de legislagdo especifica coloca
em risco direitos fundamentais ja consagrados, como o direito a privacidade, a intimidade, a
imagem, a honra e a integridade moral.

Nesse sentido, o objetivo geral ¢ analisar como o uso da inteligéncia artificial impacta
os direitos da personalidade, destacando os desafios juridicos e as lacunas legislativas ja
existentes no ordenamento brasileiro e os meios de enfrentamento. Especificamente, busca-se:
explorar a definicdo e a aplicagdo dos direitos da personalidade no Brasil; contextualizar
historicamente a sua evolu¢do e importancia na era digital; e discutir de que maneira a
inteligéncia artificial, uma das principais inovagdes tecnologicas contemporaneas, pode afetar
direitos fundamentais.

A presente pesquisa estrutura-se em trés topicos sendo, no primeiro explorada a
defini¢do e a aplicacao dos direitos da personalidade no Brasil, compreendendo sua importancia
para a prote¢do da individualidade e dignidade humana. Em seguida, sdo abordados o contexto
historico da internet e sua relevancia na era digital, culminando no estudo do uso da inteligéncia
artificial como ferramenta potencialmente violadora de direitos fundamentais.

Por fim, foi discutido quais os impactos da inteligéncia artificial sobre os direitos da
personalidade, com foco em trés questdes centrais: a privacidade e a protecao de dados diante
de algoritmos e decisdes automatizadas, os desafios legais relacionados a deepfakes (técnica
que permite alterar um video ou foto com ajuda de inteligéncia artificial) (G1, 2024, online) e
ao direito de imagem, ¢ a necessidade de normas e politicas que harmonizem o avango
tecnoldgico com a protecao dos direitos fundamentais.

A metodologia utilizada ¢ de cunho qualitativo e exploratdrio, com base em pesquisa
bibliografica e documental, utilizando analises de legislagdes, doutrinas juridicas e estudos
académicos que abordem a relacdo entre inteligéncia artificial e direitos da personalidade.
Também, foram feitas investigagdes sobre as possiveis lacunas normativas e sobre a existéncias
de propostas legislativas voltadas a regulamentagdo da IA contribuindo assim para o debate
sobre a tematica relacionada a inteligéncia artificial, com foco na protecdo dos direitos da

personalidade no Brasil.

1. INTRODUCAO AOS DIREITOS DA PERSONALIDADE: CONCEITO E
PROTECAO LEGAL

Inicialmente cumpre destacar o que se entende por direitos da personalidade. Rodrigues
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(2014, p.144) considera que os direitos da personalidade sdo aqueles que “tém por objeto os
atributos fisicos, psiquicos e morais do individuo, visando a protecdo da pessoa humana em sua
dignidade e integridade”.

Nesse sentido, tais direitos sdo absolutos, universais, inaliendveis, imprescritiveis e
irrenunciaveis, caracteristicas que reforcam seu carater essencial para a preservacao da
dignidade humana, integrando o nucleo dos direitos e garantias fundamentais consagrados no
ordenamento juridico. (Rodrigues, 2014)

Cumpre destacar que os direitos e garantias fundamentais acompanham os povos desde
os primordios de sua organizacao, surgindo como resposta as necessidades, insuficiéncias e
vulnerabilidades inerentes a condigdo humana. Esses direitos refletem a forca do coletivo e a
busca por prote¢ao universal, muitas vezes transcendendo critérios sociais rigidos e focando na
preservacao da dignidade humana.

Nesse contexto, os direitos da personalidade se conectam diretamente a esséncia do ser
humano, abrangendo as prerrogativas e imunidades destinadas a proteger os individuos e o
corpo social de uma nacao. Assim, sdo entendidos como pilares fundamentais para assegurar o
respeito a individualidade, & dignidade e aos valores intrinsecos de cada pessoa (Rodrigues,
2014).

Para uma melhor compreensao do tema, faz-se necessario entender os marcos historicos
sobre o desenvolvimento dos direitos da personalidade, destacando sua evolu¢do e os

fundamentos que os consolidaram ao longo do tempo.

1.1. Breve evolugao historica
Com raizes histéricas e filosoficas que remontam a periodos muito antigos, sua
sistematizagdo e consagra¢do como principios juridicos comecaram a ganhar forma de maneira
mais clara a partir da Idade Moderna, com documentos historicos e marcos fundamentais. Como
amostra disso temos o Codigo de Hamurabi vigorado entre 1792 e 1750 a.C, sendo o primeiro
instrumento utilizado para garantir e delimitar leis dentro da sociedade mesopotamica,

definindo quais as responsabilidades daqueles que ousavam viver fora dos padrdes aceitaveis.

A Magna Carta (1215), assinada pelo rei Jodo Sem Terra, que a época vivia em regime
feudal, estabeleceu dentro da Inglaterra direitos fundamentais para a convivéncia e costumes
instaurados pela populagdo, e para o desenvolvimento da democracia moderna (Cardoso, 1986).
Em seguida foi firmada a Bill of Rights de 1689, com o objetivo de limitar os poderes do
monarca e assegurar a prote¢ao das liberdades individuais dos civis, fortalecendo o poder do

povo em se mostrar presente sob as demandas as quais envolvem sua participagdo, e reduzindo



o poder dos lordes no parlamento, para que nao houvesse mais tentativas de imposi¢cdo e
controle dominador (Costa; Mello, 2008).

Em 4 de julho de 1776, foi aprovada a Declaragdo de Independéncia dos Estados
Unidos, fortalecendo a autonomia colonial das regides, ampliando-se os interesses € criando se
assim uma sociedade baseada em ideais iluministas, que defendiam as benesses individuais e
inspiraram movimentos de independéncia em outras regides da América, inclusive no Brasil.
Promovendo a ampliagdo e o fortalecimento das garantias individuais em escala global,
assegurando direitos e dignidade a todas as pessoas (Silva, 2018).

No Brasil, em 10 de dezembro de 1948, foi assinada a Declaragdao Universal dos Direitos
Humanos, com o objetivo de favorecer ainda mais toda a trajetéria exposta acerca de todos os
beneficios conquistados pelos individuos. Manifestando em grandes niveis, e esclarecendo
quais as implicagdes que recaem sobre esses devidos direitos e deveres humanos, como

demonstra em seu preambulo:

Considerando que os povos das Na¢des Unidas reafirmaram, na Carta, sua fé nos
direitos fundamentais do ser humano, na dignidade e no valor da pessoa humana e
na igualdade de direitos do homem e da mulher e que decidiram promover o
progresso social e melhores condigdes de vida em uma liberdade mais ampla. (ONU,
1948).

Sempre demonstrando forca e protecdo ao individuo que se mostrava em necessidade
de usufruir do amparo que lhe era necessario e sem discriminagdo e qualquer critica aqueles

que seguem por outros conceitos e principios. E reafirma em seu artigo sétimo:

Todos sdo iguais perante a lei e tém direito, sem qualquer distingdo, a igual protecao
da lei. Todos tém direito a igual prote¢do contra qualquer discriminagdo que viole a
presente Declarag@o e contra qualquer incitamento a tal discriminag@o. (ONU, 1948).

Em seguida temos a promulgacdo da Constituicdo Federal de 1988, fruto de muito
esforco e luta da sociedade em busca daquilo que ¢ essencial para o desenvolvimento de uma
coletividade fundada em harmonia, se baseando na junc¢ao de valores intangiveis e com o

objetivo social de promover a igualdade, além de servir como modelo de instituicao de for¢a e

soberania dentro do pais, a fim de regular condutas que devem ser regidas e conduzidas através
de dispositivos que expressam quais os devidos limites entre os direitos e o deveres (Brasil,
1988).

Nesse sentido hé de estabelecer quais os pontos cruciais para a definicdo do direito
inerente a personalidade do individuo, e onde se inicia seu dever de ser executado no caso
concreto. Primeiramente, temos que os direitos inerentes a personalidade perfazem as camadas
de serem apenas clausulas constitucionais que muitas vezes mal interpretadas, expressam

significados diversos dos previstos e ndo atingem as finalidades legais, e se tornam mecanismos



aplicaveis as condutas contrarias, sendo ainda vinculados a individualidade de cada caso,
configura-se como um valor unitario, dai decorrendo o reconhecimento pelo ordenamento
juridico de uma clausula geral a consagrar a protecdo integral da sua personalidade, isto ¢, a
pessoa globalmente considerada cita Bodin (2007).

Esses direitos, intrinsecos a individualidade e a personalidade do ser humano, possuem
caracteristicas fundamentais como a inalienabilidade, indisponibilidade, intransmissibilidade,
irrenunciabilidade, impenhorabilidade e imprescritibilidade. As caracteristicas reforcam a
aplicacdo de regras em contextos que envolvam o descumprimento desses principios, com
respaldo juridico consolidado no Cédigo Civil de 2002 (Brasil, 2002).

Tratar de direitos essenciais, inviolaveis e inalienaveis ¢é, portanto, indispensavel para
garantir a protecdo do individuo, sobretudo em casos de violagdes que exigem parametros
claros para promover a justi¢a. Tal equilibrio deve contemplar, de um lado, o direito de quem
busca preservar sua dignidade, e, de outro, a responsabilidade de quem deu causa a violagao.

No entanto, embora exista uma sélida construgao historica e juridica que fundamenta a
aplicacdo desses direitos, na pratica, nem sempre ha fiscalizagdo suficiente ou respostas
eficazes diante das violagdes. Essa reflexao abre espago para o proximo assunto, onde serao
analisados com mais profundidade os principais direitos da personalidade: a privacidade, a

imagem e a honra, explorando suas caracteristicas e a prote¢ao que lhes ¢ conferida.

1.2. Principais Direitos da Personalidade: privacidade, imagem e honra

Ao estabelecer regras rigorosas de conduta, a Constitui¢do Federal de 1988 também
definiu as protegdes a serem asseguradas aos individuos, bem como os parametros para a
aplicacdo dessas normas. Com o intuito de resguardar a dignidade humana, a Constitui¢ao
reconhece os direitos inerentes a personalidade como fundamentais e essenciais para a
preservacao da condi¢ao humana. No Artigo 5°, inciso X, esta expressamente consignado que
"sdo inviolaveis a intimidade, a vida privada, a honra e a imagem das pessoas, assegurado o
direito a indenizagdo pelo dano material ou moral decorrente de sua violagao” (Brasil, 1988,
online).

Nota-se, portanto, que a Constituicado Federal (1988) consagra, entre os direitos da
personalidade, a privacidade, a imagem e a honra. Na mesma perspectiva, pode-se afirmar que
a privacidade consiste no direito do individuo de manter sua vida pessoal, intima e familiar fora
do alcance de interferéncias ou divulga¢des indevidas. Este direito assegura que o individuo

tenha controle sobre as informacgdes que envolvem sua intimidade e possa decidir o que sera



revelado ao publico. Assim, o direito a privacidade ou reserva da intimidade:

consiste ainda na faculdade que tem cada individuo de obstar a intromissdo de
estranhos na sua vida privada e familiar, assim como de impedir-lhe o acesso a
informagdes sobre a privacidade de cada um, e também impedir que sejam
divulgadas informagdes sobre esta area da manifestacdo existencial do ser humano
(Bastos, 2017, p.223).

Outro direito a ser citado € o direito a imagem, que por sua vez, refere-se ao direito de
protecdo da representagdo visual da pessoa, garantindo que a sua imagem nao seja utilizada sem
o devido consentimento, resguardando a dignidade do ser humano e evitando abusos, como a
utilizacao indevida de fotografias ou videos.

De acordo com Garcia (2020) esse direito resguarda a integridade fisica do corpo
humano, ou de suas partes, assim como os tragos distintivos que permitem o reconhecimento
da pessoa. Em geral, a reproducao dessa imagem exige a autorizagdo do titular. Assim, a
imagem constitui um direito independente. No entanto, sua violagdo frequentemente ocorre
juntamente com a infrag@o de outros direitos da personalidade, especialmente o direito a honra.
Mas o que seria direito a honra?

A honra esta diretamente relacionada a protecdo da reputacao do individuo, buscando
preservar a sua boa imagem perante a sociedade, evitando ofensas resultando no crime de
difamacado, calunia, injiria ou qualquer outra forma de lesdo a sua integridade moral. Fato ¢
que o direito a honra abrange tanto a honra subjetiva, relativa a propria autoestima, quanto a
honra objetiva, referente a imagem publica de uma pessoa: fama (Bastos, 2017).

Logo, o que se percebe ¢ que os trés direitos (privacidade, imagem e honra) estdo
intrinsecamente ligados, sendo protegidos tanto pela Constituicdo Federal de 1988 quanto por
normas infraconstitucionais. O Codigo Civil, por exemplo, em diferentes pontos resguarda os
direitos da personalidade em seus artigos, como o artigo 11, que estabelece a inviolabilidade
dos direitos da pessoa, o artigo 20, que trata da utilizacdo da imagem, entre tantos outros (Brasil,
2002).

O Codigo Penal também consagra dispositivos que tratam da protecao desses direitos,
como o crime de calinia (art. 138), difamagao (art. 139) e injuria (art. 140), reforcando a
importancia da preservacao desses direitos fundamentais (Brasil, 1940).

No entanto, apesar da protecdo conferida aos direitos da personalidade, o avango
acelerado da tecnologia e a crescente presenga do ser humano no ambiente digital acaba
refletindo na protecdo desses direitos, trazendo sérios impasses em sua efetiva garantia. Em
outras palavras, o fenomeno da globalizacao digital e a exposi¢ao constante dos individuos nas
redes sociais e plataformas online traz consigo desafios significativos para regulamentacao e

protecdo da intimidade, imagem e honra, conforme passa a se demonstrar a seguir.



1.3. Protecao dos Direitos de Personalidade no Ambiente Digital

A sociedade contemporanea estd cada vez mais conectada e imersa no universo digital,
isto ocasiona na exposicao constante de informagdes pessoais, imagens e opinides, muitas vezes
sem o consentimento expresso dos envolvidos. A facilidade com que dados sdo compartilhados
e disseminados na internet coloca em risco a privacidade dos individuos e gera uma série de
problemas relacionados a privacidade, imagem e a honra.

Diante dos impactos dessas tecnologias e os reflexos nos direitos da personalidade, o
legislador brasileiro tem buscado garantir a protegdo desses direitos no ambiente digital,
tentando equilibrar a liberdade de expressao e o acesso a informacdao com a necessidade de
preservar a dignidade das pessoas.

Nesse contexto, diversas iniciativas legislativas surgiram para regulamentar e proteger
os direitos de personalidade no ambiente digital, como por exemplo o Marco Civil da Internet,
que estabelece direitos e deveres para o uso da internet no Brasil, garantindo a inviolabilidade
da intimidade, da vida privada e da honra dos usudrios, além de exigir que provedores de
internet adotem medidas para proteger os dados dos usudrios (Brasil, 2014).

Houve também a promulgagdo da Lei Geral de Protecao de Dados Pessoais-LGPD,
regulamentando o tratamento de dados pessoais, impondo obrigagdes a empresas €
organizagdes e garantindo que os individuos tenham maior controle sobre suas informagdes
pessoais (Brasil, 2018).

Outras iniciativas incluem a Lei n° 13.185/2015, conhecida como Lei de Combate ao
Bullying, que protege a honra e a imagem das pessoas, especialmente no ambiente digital, ao
combater o bullying nas redes sociais (Brasil, 2015) e Lei Carolina Dieckmann, que criminaliza
a invasdo de dispositivos eletronicos para divulgar informagdes privadas, tipificando crimes
relacionados a divulgagdo ndo autorizada de imagens intimas (Brasil, 2012).

Esses sdo apenas alguns exemplos de legislagcdes operantes no ordenamento juridico
inteiro que visam equilibrar o uso da tecnologia com a protecao dos direitos de personalidade
no ambiente digital. No entanto, considerando que o ambiente digital estd em constante
evolugdo, novas tecnologias trazem questdes emergentes que desafiam o legislador a
regulamentar adequadamente as demandas contemporaneas, que precisam ser estudadas e

destacadas, para serem enfrentadas, conforme proposta a seguir.

2. AEVOLUGAO DA INTERNET E A ASCENSAO DA INTELIGENCIA ARTIFICIAL

Neste ponto do estudo, o presente topico busca analisar o contexto histérico da internet

e sua importancia na construgdo da era digital, trazendo apontamentos no intuito de investigar
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acerca do uso da IA como ferramenta que, embora promova avangos tecnologicos, pode

representar riscos significativos para a violagao de direitos fundamentais.

2.1. O Surgimento da Internet e seu Impacto na Sociedade Digital

Indiscutivelmente a internet ¢ uma das inovagdes tecnologicas mais marcantes da
historia contemporanea, transformando radicalmente a comunicagdo, a economia, a educagado e
diversas esferas sociais. Desde sua origem como uma rede militar até sua popularizagdo como
um espago essencial para a vida cotidiana, a infernet redefiniu o acesso a informacao, os
modelos de negocios e as interagcdes humanas (Silveira, 2019).

O desenvolvimento da internet remonta a década de 1960, quando a ARPANET foi
criada nos Estados Unidos para conectar institui¢des militares e académicas. No Brasil, a
internet comegou a se consolidar nos anos 1980, com a formagao da Rede Nacional de Pesquisa
(RNP), financiada pelo governo federal para interligar universidades e centros de pesquisa
(Silveira, 2019).

Na década de 1990, a popularizacdo da internet no Brasil ocorreu com a liberalizagao
do acesso a rede para usudrios domésticos e empresas. A criagdo do Comité Gestor da Internet
no Brasil (CGlL.br), em 1995, foi um marco na governanca digital do pais, estabelecendo
diretrizes para a expansao da conectividade e incentivando o desenvolvimento de politicas
publicas para inclusdo digital (Souza, 2021).

A partir dos anos 2000, a expansdo da banda larga e a popularizacdo das redes moveis
transformaram a internet em um elemento central da vida social e econdmica, impulsionando
mudangas estruturais na comunicagdo, no consumo ¢ na organizagao do trabalho. Atualmente,
o Brasil estd entre os paises com maior nimero de usudrios conectados, mas ainda enfrenta
desafios significativos, como a desigualdade no acesso a tecnologia, a seguranca digital e a
regulamentagdo do uso de dados. Esse cenario caracteriza o que estudiosos denominam de
sociedade digital, um ambiente no qual as interagdes humanas, as atividades econdmicas e as
politicas publicas sdo cada vez mais mediadas por tecnologias (Lima; Castro, 2022).

Sob aspectos inerentes aos meios de comunicagdo, a internet possibilitou a substitui¢ao
gradual da midia tradicional por plataformas digitais. O crescimento das redes sociais permitiu
a criagdo de novas formas de interagdo, producao e consumo de informacao (Recuero, 2020).
Ao mesmo tempo, o fendmeno da desinformagao e das fake news se tornou um desafio para a
sociedade, exigindo politicas regulatorias e estratégias de checagem de fatos (Pinheiro, 2021).

Outro ponto relevante a ser mencionado ¢ a economia digital, que tem se consolidado

com o crescimento do comércio eletronico, da industria tecnologica e do trabalho remoto. A



ascensao de plataformas como Mercado Livre e iFood exemplifica a transformagdao dos
modelos de negdcio tradicionais, tornando as transagdes mais dinamicas e acessiveis (Martins
Almeida; 2023). Além disso, a expansao da gig economy e do trabalho mediado por aplicativos
tem redefinido as relagdes laborais, levantando debates sobre regulamentacao, precarizagdo e
direitos trabalhistas no ambiente digital (Silva, 2022).

A expansdo da educagdo a distancia (EaD), especialmente no ensino superior,
permitindo que milhdes de pessoas tivessem acesso ao aprendizado remoto, € outro fator social
diretamente impactado pela consolidagdo da sociedade digital (Moran, 2018). No entanto, a
desigualdade digital continua sendo um obstaculo a inclusao educacional, uma vez que muitos
estudantes em dareas periféricas e rurais ainda enfrentam barreiras no acesso a dispositivos
tecnologicos e conexdes de qualidade, limitando seu pleno aproveitamento das oportunidades
oferecidas pelo ambiente digital (Santos; Pereira, 2021). Paralelamente, a massificacdo da
internet trouxe desafios crescentes relacionados a privacidade e a seguranga digital, exigindo
regulamentagdes e mecanismos de protecao mais eficazes.

Em sintese, a internet transformou o acesso a informagdo, reconfigurou modelos
econdmicos e revolucionou as interagdes sociais. No entanto, sua evolu¢do nao se limita a
conectividade e a troca de dados: a crescente digitalizacao abriu caminho para inovagdes ainda
mais profundas e disruptivas, impulsionadas pelo desenvolvimento de tecnologias cada vez
mais inteligentes e autonomas. Esse avango marca o inicio de uma nova fase da era digital, em
que a inteligéncia artificial, a automacg@o e o aprendizado de maquina desempenham papeis

centrais na redefini¢ao das dinamicas sociais e produtivas.

2.2. A Era Digital e a Expansdo das Tecnologias Inteligentes

A Era Digital representa um periodo de profundas transformac¢des impulsionadas pelo
avanco das tecnologias da informacdo e da comunicagdo (TICs). Esse fendmeno foi
intensificado pela disseminacao da internet, da big data, da computagdo em nuvem e, mais
recentemente, pela inteligéncia artificial (IA) (Mucelin; Palmeira, 2024).

Nos ultimos anos, a Inteligéncia Artificial experimentou um avango significativo,
tornando-se uma componente essencial na vida cotidiana, estando incorporada em sistemas de
busca, recomendagdes de produtos, finangas, diagnosticos automaticos e até em drones. Esses
sistemas utilizam grandes volumes de dados para aprender e tomar decisdes baseadas em regras
e experiéncias passadas, desempenhando fungdes anteriormente atribuidas exclusivamente a
inteligéncia humana (Sichman, 2021).

Inicialmente vista como uma inovagdo tecnologica restrita a campos especializados,



como a informatica e a engenharia, a IA ultrapassou esses limites e comegou a influenciar
setores mais amplos da sociedade (Pasquinelli, 2024). Contemporaneamente, desde os
processos de automagao no trabalho até as interagdes cotidianas mediadas por algoritmos, a A
estd se entrelagando com a vida social, moldando comportamentos, decisdes e percepgoes.

Essa introducdo da IA no tecido social ¢ marcada pela sua inser¢ao gradual e
transformadora nas estruturas econdmicas, culturais e politicas. A interconectividade global e
o crescente volume de dados disponiveis possibilitaram uma revolucdo na forma como
individuos, empresas e governos interagem, tomam decisdes e criam solugdes inovadoras.
Mucelin e Palmeira (2024) discutem as implicagdes das transformagdes digitais no contexto
das tecnologias de Inteligéncia Artificial, destacando como essas inovagdes reconfiguram as
dindmicas de poder na sociedade contemporanea.

E importante ressaltar que muito embora a Inteligéncia Artificial traga inimeros
beneficios, ela também carrega riscos considerdveis que precisam ser cuidadosamente
gerenciados. Assim como qualquer software, os sistemas de IA nao estdo imunes a falhas e,
além disso, sdo vulneraveis a ataques cibernéticos sofisticados. Adversarios podem manipular
os dados de treinamento ou ajustar as preferéncias codificadas nos algoritmos, resultando em
comportamentos inesperados e potencialmente prejudiciais das maquinas (Sichman, 2021).

Thomas Dietterich e Eric Horvitz (2015) apud Sichman, (2021) identificaram cinco

riscos principais associados ao uso da Inteligéncia Artificial:

Quadro 1 - Cinco riscos principais associados ao uso da Inteligéncia Artificial.

NOME EXPLICACAO EXEMPLO
Falhas (bugs) Sistemas de IA, como qualquer | Falha no piloto automético da Tesla em 2016, que
software, podem apresentar resultou em um acidente fatal.
falhas e precisam de testes
rigorosos.
Segurancga Sistemas de IA sdo vulneraveis | Em maio de 2014, apos a declaragdo de
(cybersecurity) a ataques cibernéticos que independéncia de Donbass em relagdo ao governo
podem manipular dados e de Kiev, o grupo separatista CyberBerkut, formado
alterar o comportamento dos por ex-membros das forcas policiais ucranianas,
sistemas. reivindicou a autoria de ataques cibernéticos que
afetaram os servigos de telefonia celular dos
membros do Parlamento ucraniano;
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"Aprendiz de A TA pode seguir comandos de | Um exemplo notavel ocorreu nos Estados Unidos,
feiticeiro" forma literal, sem entender o onde um advogado utilizou o ChatGPT para preparar
contexto das intengdes uma peticao legal. A ferramenta, ao gerar o
humanas, gerando resultados documento, citou casos e sentengas que nao existiam,
inadequados. criando referéncias falsas.
Isso evidenciou um risco significativo no uso de IA
para tarefas criticas, como questdes juridicas, pois a
confian¢a nesses sistemas pode levar a erros graves
e enganosas conclusdes, uma vez que a IA se baseia
em probabilidades e ndo possui compreensdo real
dos dados;
Autonomia O controle compartilhado entre | Acidente fatal com carro auténomo da Uber em 2018,
compartilhada humanos e maquinas pode ser quando a IA ndo detectou um pedestre corretamente;
dificil de coordenar, exigindo
uma definicdo clara de objetivos
e agdes em tempo real.
Impactos A TA pode impactar a Substitui¢do de trabalhadores por robos nas fabricas
socioecondmicos distribuicdo de empregos ¢ a da Amazon, resultando em perda de empregos
economia, exigindo politicas
para garantir que os beneficios
sejam
amplamente distribuidos.

Fonte: Sichman, (2021, p.152)

Conforme demonstra o quadro acima, o uso da Inteligéncia Artificial apresenta riscos
significativos. Falhas (bugs) podem levar a acidentes, como no caso do piloto automatico da
Tesla. A seguranca cibernética ¢ uma preocupagdo, visto que ataques podem comprometer
sistemas, como ocorreu no Parlamento ucraniano. O efeito "Aprendiz de Feiticeiro" mostra que
a A pode gerar informagdes erradas sem entender o contexto, como no caso do advogado que
usou o ChatGPT para criar referéncias juridicas falsas. A autonomia compartilhada entre
humanos e maquinas pode causar falhas de coordenagdo, como evidenciado no acidente fatal
com um carro autbnomo da Uber. Além disso, os impactos socioeconOmicos incluem a
substituicdo de trabalhadores por robds, exigindo politicas para equilibrar inovagao e emprego.

No entanto, ¢ crucial reconhecer que os riscos associados a Inteligéncia Artificial ndo
se limitam apenas aos aspectos técnicos e operacionais, mas envolvem questoes éticas e sociais
amplas. Isso nos leva a refletir sobre como a IA pode afetar diretamente os direitos

fundamentais, tema que serd aprofundado no préximo topico.
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3. IMPACTOS E IMPLICACOES DA INTELIGENCIA ARTIFICIAL NOS
DIREITOS FUNDAMENTAIS

Nesta pesquisa os apontamentos histéricos demonstram que a Inteligéncia Artificial tem
revolucionado diversos aspectos da sociedade, mas seus avangos também geram novos
desafios, especialmente no que diz respeito aos direitos fundamentais, considerando que o uso
de TA em diferentes esferas da vida cotidiana, como no mercado de trabalho, na educagdo, na
satde e na seguranca, impde novas reflexdes sobre a protegdo dos direitos humanos.

Sendo assim, este topico tem como objetivo analisar os impactos e as implicagdes da
IA nos direitos fundamentais, com um enfoque na privacidade, prote¢ao de dados, manipulagdo

da realidade digital e os desafios éticos e legais envolvidos na regulaciao dessa tecnologia.

3.1. A Influéncia da IA na Privacidade e Protecao de Dados e Justica Social

A privacidade e a protegdo de dados sdo questdes centrais no debate sobre o uso da
Inteligéncia Artificial (IA), especialmente a medida que as tecnologias de IA se tornam cada
vez mais sofisticadas. A coleta e o processamento de dados pessoais estdo em constante
evolugdo, o que levanta preocupacdes sobre o risco de vigilancia em massa, a perda de controle
sobre informacgdes sensiveis e o impacto na liberdade individual (Rodriguez, 2018).

Esse cendrio se agrava quando grandes corporagdes tecnoldgicas, como Google, Meta
e Amazon, possuem acesso a vastas quantidades de dados, conferindo-lhes um poder
significativo sobre a sociedade. O controle sobre essas informagdes pode comprometer a
privacidade dos individuos e, em casos extremos, gerar formas de vigilancia constante, como
um "Big Brother" digital, que limita a autonomia dos cidaddos e expde suas atividades
cotidianas a monitoramento (Rodriguez, 2018).

Rodriguez (2018) alerta para a necessidade de refletir sobre os impactos sociais e éticos
da IA destacando a concentragdo do poder nas maos de algumas empresas que, ao manipular
dados, podem homogeneizar a cultura e enfraquecer a diversidade. Muitas vezes, as tecnologias
de IA sdo desenvolvidas em contextos especificos, como nos Estados Unidos e na China, sem
representar a diversidade de realidades culturais do Sul Global. Essa falta de diversidade no
desenvolvimento da IA pode resultar em uma visdo estreita e distorcida das diferentes
sociedades, impactando negativamente a inclusdo e o respeito as especificidades culturais e

sociais.

12



Além disso, a questdo do viés algoritmico se torna um ponto critico nesse debate. Os
sistemas de IA sdo alimentados com grandes volumes de dados, que podem refletir preconceitos
e esteredtipos presentes na sociedade. Esses vieses, muitas vezes inconscientes, podem ser
perpetuados e até¢ ampliados pelas proprias maquinas, levando a discriminagdo em diversos
contextos, como nas decisdes judiciais, contratacdes de trabalho e até mesmo nas interagdes
sociais mediadas por tecnologia. Mucelin e Palmeira (2024) alertam para o perigo da
mercantilizagdo da cultura, pois as plataformas digitais, ao promoverem conteudos com base
em algoritmos, acabam por reduzir a diversidade das expressdes culturais locais, favorecendo
conteudos globalizados e homogeneizados.

Outro aspecto importante ¢ a influéncia da IA na justica social. Nazareno (2024)
argumenta que a falta de diversidade nas bases de dados utilizados para treinar os algoritmos
pode prejudicar principalmente grupos minoritarios € marginalizados, uma vez que os sistemas
de TA ndo conseguem compreender ou refletir adequadamente as complexidades dessas
realidades. O viés algoritmico, portanto, ndo s6 ameaga a privacidade individual, mas também
perpetua e até agrava desigualdades sociais, resultando em discriminagao e marginalizagao de
populagdes vulneraveis.

Nesse contexto, ¢ fundamental que o uso da IA seja regulado de forma a garantir que a
privacidade dos individuos seja respeitada e que os dados pessoais sejam tratados de maneira
¢tica. A implementacdo de leis como a Lei Geral de Protecdo de Dados (LGPD) no Brasil € o
Regulamento Geral de Prote¢ao de Dados (GDPR) na Unido Europeia sdo passos importantes
para garantir maior transparéncia e controle sobre o uso de dados, mas ¢ necessario um esfor¢o
continuo para adaptar as regulamentacdes as novas tecnologias e as questdes emergentes

relacionadas ao viés algoritmico, a vigilancia e ao impacto social da IA.

3.2. A Manipulagao da Realidade Digital: Deepfakes e o Direito a Imagem

A manipulacao da realidade digital, impulsionada por tecnologias como os deepfakes,
representa um dos maiores desafios contemporaneos no que diz respeito a privacidade, ao
direito a imagem e a integridade da informagdo. Segundo Rodrigues (2021) deepfakes sao
videos, dudios e imagens manipuladas digitalmente com o uso de Inteligéncia Artificial (IA)
para criar representacdes falsas de pessoas, que parecem extremamente realistas, mas que nunca
ocorreram. Essa tecnologia tem sido utilizada em diversas areas, desde entretenimento e
publicidade até praticas de desinformagao e caliinia, com implicagdes sérias para a privacidade

e a protecdo dos direitos das pessoas envolvidas.
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As deepfakes utilizam redes neurais generativas, especialmente os Generative
Adversarial Networks (GANs), para criar ou alterar imagens e videos de maneira extremamente
convincente. A partir de imagens e videos reais de uma pessoa, a IA pode produzir contetdo
falso que aparenta ser genuino, seja alterando falas, expressoes faciais ou até mesmo gestos, de
forma a enganar o espectador. Essa tecnologia tem sido amplamente utilizada em areas de
entretenimento e marketing, mas também tem sido utilizada para criar contetido prejudiciais,
como videos de difamagao, assédio e fake news (Mucelin; Palmeira, 2019).

O direito a imagem ¢ uma das principais preocupagoes, pois envolve a manipulacao da
representacdo visual de uma pessoa sem seu consentimento, afetando sua imagem publica e
integridade moral. Segundo o artigo 5°, inciso X, da Constituicdo Brasileira, "a intimidade, a
vida privada, a honra e a imagem das pessoas sdao inviolaveis" (Brasil, online, 1988). Isso
significa que qualquer uso nao autorizado da imagem de uma pessoa pode ser considerado uma
violagdo dos seus direitos de privacidade e da sua personalidade.

Sendo assim, o uso de deepfakes pode causar danos irreparaveis a honra e a reputacao
de individuos, como acontece em videos manipulados para fins difamatorios ou de assédio. A
dificuldade de discernir entre o que € real e o que ¢ manipulado coloca em risco o direito da
pessoa de controlar sua propria imagem e sua identidade, com consequéncias graves,
especialmente em contextos legais, politicos e sociais (Silva; Pereira, 2020).

Além dos impactos individuais, esse problema também representa uma ameaga maior a
confianca publica nas informag¢des disponiveis nas plataformas digitais. A desinformagao e as
fake news tém se espalhado rapidamente por meio dessas tecnologias, criando uma realidade
distorcida que pode afetar processos eleitorais, decisdes politicas e até mesmo a seguranga
publica. Estudos como o de Cavalcanti (2021) indicam que videos manipulados digitalmente
s30 mais convincentes e mais facilmente compartilhados em redes sociais do que textos, o que
aumenta o poder de dissemina¢do da desinformacao.

Em uma democracia, a capacidade de manipular a percep¢do publica de eventos e
figuras pode ser devastadora. A proliferagdao de deepfakes pode ser usada para atacar politicos,
influenciar campanhas eleitorais e até desestabilizar sistemas sociais e econdmicos. Por
exemplo, durante as elei¢des de 2020 nos Estados Unidos, houve um aumento no uso de videos
falsos de candidatos, afetando a confianga dos eleitores (Cavalcanti, 2021).

Em 2018, um video deepfake circulou nas redes sociais, onde o ex-presidente dos
Estados Unidos, Barack Obama, parecia fazer uma série de declaracdes ofensivas e criticas,
incluindo xingamentos e comentarios depreciativos sobre o presidente Donald Trump. O video

foi produzido com a ajuda de tecnologia de deepfake, utilizando um algoritmo de inteligéncia
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artificial que foi treinado com videos e discursos reais de Obama. O resultado foi um contetido
altamente convincente, em que Obama parecia dizer palavras e frases que ele nunca havia
pronunciado (Gazeta, 2018).

O video foi criado por uma equipe de pesquisadores da Universidade de Stanford e da
Universidade da California, que usaram a tecnologia para demonstrar os potenciais perigos dos
deepfakes. Esse exemplo gerou uma enorme preocupacgdo sobre a capacidade de manipulagao
da realidade digital e como esses videos falsificados podem ser usados para prejudicar a
imagem de uma pessoa, espalhar desinformagao e até influenciar processos eleitorais (Gazeta,
2018).

Esse incidente, que viralizou nas redes sociais, exemplifica como os deepfakes podem
ser usados para criar falsificacdes realistas de figuras publicas e causar sérios danos a sua

imagem e a confianca publica nas informagdes que consumimos.

A evolugao do problema trouxe a tona uma série de questoes juridicas relacionadas ao
uso e abuso dessa tecnologia. No Brasil, a protecao a imagem, a honra e a privacidade esta
garantida pela Constitui¢do Federal, mas a legislagdo precisa se adaptar as novas formas de
violagdo desses direitos. A Lei Geral de Protecdo de Dados (LGPD) de 2018 também aborda a
coleta e o uso de dados pessoais, mas ainda ndo ha uma regulamentacdo especifica para a
utilizacao de deepfakes.

Enquanto ainda ndo hd uma regulamentacdo formal sobre o tema, o poder judicidrio
assume a responsabilidade de lidar com as demandas relacionadas ao uso de tecnologias como
o deepfake. Um exemplo disso foi a decisdo proferida pelo TSE em um caso de desinformacgao
durante as elei¢des de 2022, envolvendo um video manipulado de um evento com o candidato
Lula. Nesse caso, o video foi alterado para modificar o dudio original e manipular as expressdes
faciais de Lula, criando a falsa impressdo de que ele teria sido chamado de 'ladrdo'. Essa
manipulagdo, uma forma cléssica de deepfake, foi claramente feita com o intuito de prejudicar

a imagem do candidato, conforme demonstra trechos do julgado:

ELEICOES 2022. EMBARGOS DE DECLARACAO. REPRESENTACAO.
PROPAGANDA IRREGULAR. VEICULACAO DE DESINFORMACAO.
REQUERIMENTO LIMINAR. INDEFERIMENTO. ERRO MATERIAL.
OMISSAO. PLAUSIBILIDADE DA ARGUMENTACAO J URIDICA ALEGADA.
PROVIMENTO DOS EMBARGOS COM EFEITOS INFRINGENTES. LIMINAR
DEFERIDA EM PARTE. PROVIDENCIAS PROCESSUAIS. [...] A informagio

analisada pela Lupa ¢ falsa. Lula ndo foi chamado de ladrdo no evento, que ocorreu
no dia 15 em Uberlandia (MG). O video foi editado e teve o dudio original retirado e
substituido por outro. Também foi usada a técnica de deepfake — quando uma pessoa
filmada tem expressdes ou o rosto manipulado digitalmente para que diga ou faga
coisas que nao ocorrem no video original — para fazer parecer que um homem disse

O ladro chegou'. Ao observar as imagens, ¢ possivel visualizar o nome do usudario
do Tik Tok que postou a versdo manipulada do video. [...] Contudo, uma imagem de
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Lula e uma figurinha sobreposta as cenas atrapalham propositalmente a visualizacao
desse detalhe. O perigo do dano ou o risco ao resultado util do processo ¢ evidenciado
pela possibilidade de acesso as postagens por niimero cada vez maior de pessoas,
acarretando propagacio de ofensa a honra e a imagem do candidato (TSE - Rp:
060085807 BRASILIA - DF, Relator.: Min. Carmen Licia, Data de Julgamento:
28/10/2022, Data de Publicagdo: 28/10/2022) (grifo nosso).

O uso de deepfake, nesse contexto, configurou uma violacdo dos direitos de imagem
e honra do candidato, e a medida adotada busca proteger a integridade do processo eleitoral.
Segundo Mucelin e Palmeira (2019) as tecnologias digitais exigem uma atualizacdo do
ordenamento juridico para garantir a protecdo dos direitos fundamentais no contexto de
manipulag¢do de dados e imagens. A criagdo de legislagdes que reconhecam as especificidades
dos deepfakes ¢ crucial, assim como a implementacdo de mecanismos tecnoldgicos para
detectar e identificar esses conteudos, ajudando a prevenir danos antes que se tornem
irreparaveis.

No Brasil ja existem iniciativas legais para coibir essa pratica. O Senado Brasileiro
analisa duas propostas do senador Chico Rodrigues (PSB-RR) para coibir abusos no uso de
deepfake, tecnologia de manipulagao digital imperceptivel de imagens, dudios ou videos, que
podem ser usadas para crimes como golpes ou ofensas a honra. Os projetos aumentam as penas
para crimes cometidos com essa ferramenta, regulam seu uso em propagandas e exigem que
essas divulgacdes informem claramente o uso de inteligéncia artificial.

O projeto PL 145/2024 altera o Codigo de Defesa do Consumidor, tornando
obrigatdrio avisar sobre o uso de IA em propagandas, com punigdes para quem nao cumprir.
Ja o PL 146/2024 altera o Codigo Penal para aumentar a pena em até cinco vezes para crimes
contra a honra cometidos por meio de deepfake, além de criminalizar a criagdo de falsa
identidade com essa tecnologia. Ambos os projetos ainda aguardam designacdo de comissdes
e relatores para andlise no Senado (Agéncia Senado, 2024).

Outra forma de mitigar os danos causados ¢ investir em ferramentas de detecgdo e
verificacdo de autenticidade. Algumas universidades e empresas de tecnologia, como a
Universidade de Stanford e o MIT, tém trabalhado no desenvolvimento de algoritmos para
identificar videos manipulados (Franco, 2019). Essas ferramentas podem ajudar a combater a
desinformacao e proteger as pessoas contra o uso indevido de sua imagem.

Além disso, a promog¢do de maior conscientizagdo publica sobre os perigos das
deepfakes, assim como a criacdo de campanhas educativas, seria essencial para ensinar a
sociedade a identificar e questionar conteidos manipulados. A colaboracdo entre governos,

empresas de tecnologia e organizagdes internacionais também seria fundamental para
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estabelecer um sistema robusto de regulacdo e controle sobre o uso de tecnologias de
manipulagdo digital (Rodrigues, 2021).

Em sintese, as deepfakes sao um exemplo claro de como a tecnologia pode ser
utilizada para manipular a realidade e afetar os direitos fundamentais das pessoas. O direito a
imagem e a privacidade, consagrado na Constituicdo, ¢ vulnerdvel a essa nova forma de
violagdo, o que exige uma reflexdo profunda sobre os impactos sociais, politicos e legais
dessa tecnologia. O desenvolvimento de mecanismos legais, a criacdo de ferramentas de
deteccao e o aumento da conscientizacdo publica sdo passos importantes para lidar com os
desafios impostos por essas tecnologias e garantir que os direitos dos individuos sejam

protegidos em um mundo cada vez mais digitalizado.

3.3. A Regulagdo da Inteligéncia Artificial: Desafios Eticos e Legais

A regulacdo da Inteligéncia Artificial (IA) ¢ um dos maiores desafios do mundo
contemporaneo. A auséncia de uma legislacao especifica e abrangente sobre a IA coloca em
risco tanto os direitos dos individuos quanto o desenvolvimento responsavel dessa tecnologia.
A regulacdo deve equilibrar os avangos tecnoldgicos com a protecdo dos direitos humanos,
evitando que o uso da IA comprometa liberdades fundamentais e resulte em violagdes sociais
ou discriminagao.

Rodriguez (2018) alerta para a necessidade de uma abordagem ética ao lidar com a IA,
especialmente quando se trata de decisOes automatizadas em contextos criticos, como
operagoes militares e politicas publicas. A automacao de processos decisorios pode resultar em
desumanizagdo do conflito e na delegacdo de decisdes de vida e morte para maquinas, o que
levanta questdes sobre a responsabilidade e a moralidade dessas escolhas. A falta de supervisao
humana em 4reas sensiveis, como seguranca publica e satde, pode colocar em risco a dignidade
humana e os direitos fundamentais, criando uma lacuna critica que precisa ser enfrentada pela
regulacdo.

Um dos principais desafios no uso de [A, conforme ja demonstrado nesse trabalho, esta
relacionado ao viés algoritmico e a centralizacdo do poder nas maos de grandes empresas
tecnoldgicas. Mucelin e Palmeira (2024) sugerem que a regulamentagdo deve ser inclusiva,
considerando a diversidade cultural e social dos diferentes paises e regides, de modo a evitar
que a tecnologia acentue as desigualdades globais e o monopdlio de grandes corporagdes sobre
as inovacgdes tecnologicas.

No Brasil, o Projeto de Lei 21/2020 destaca a responsabilidade como um dos pilares da

regulacdo da IA. O PL prevé que desenvolvedores e operadores de sistemas de IA adotem
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mecanismos de conformidade com principios éticos e legais, permitindo identificar os

responsaveis em caso de falhas ou uso indevido da tecnologia. A proposta visa garantir a

inovacgdo de forma segura e responsavel, promovendo a confianga publica na tecnologia, sem

comprometer os direitos fundamentais dos cidadaos (Brasil, 2020). No entanto, o PL também

enfrenta criticas, como a falta de clareza quanto a definicdo dos responsaveis pela governanga

da IA e a necessidade de um planejamento mais detalhado para sua implementacdo, que seja

capaz de acompanhar os impactos sociais € econdmicos das tecnologias.

A Estratégia Brasileira de Inteligéncia Artificial (EBIA), foi publicada como parte do

esfor¢co para alinhar o pais com as tendéncias globais de governanca da IA apresentando as

seguintes diretrizes:

Quadro 2 - A¢des Estratégicas da EBIA

Eixos

Acoes Estratégicas

Legislagﬁo, Regulacio e Uso
Etico

Enfatiza a criacdo de marcos regulatorios e normas que garantam o uso ético
da IA, com foco em equidade, transparéncia e accountability. A estratégia
busca identificar barreiras legais e promover atualizagdes legislativas para
aumentar a seguranca juridica e incentivar codigos de

conduta e controle de qualidade dos dados.

Governanca de 1A

Propde a criagdo de um ecossistema de governanga para IA, envolvendo o
setor publico e privado, com foco em praticas que assegurem 0 uso seguro
ético da tecnologia. A criagcdo de conselhos de ética, comités de revisdo
de dados e observatorios de IA sdo

iniciativas para monitorar e melhorar a governanga.

Aspectos Internacionais

Aborda a importdncia de inserir o Brasil no cenario global da IA,
promovendo parcerias estratégicas e fortalecendo setores-chave, como a
agricultura, pecudria e petroquimica, além de estimular o
intercambio de especialistas e a exportagdo de tecnologias brasileiras.

Qualificacdes para um
Futuro Digital

Propoe a reformulagdo do sistema educacional, incluindo o ensino de
habilidades técnicas e interpessoais, como pensamento critico e
programagdo, ¢ estimula a oferta de cursos de graduacdo e pos-
graduagdo em IA.

Forca de Trabalho e
Capacitaciio

Objetiva requalificar a for¢a de trabalho, oferecendo programas de
capacitagdo continua e parcerias entre empresas e instituigdes de ensino,
preparando os trabalhadores para os desafios da automacao e

dalA.

Pesquisa, Desenvolvimento,
Inovacao e
Empreendedorismo

Incentiva o desenvolvimento de um ambiente de inovagdo para promover
startups e projetos de pesquisa em IA, apoiando o empreendedorismo e a
criagdo de solugdes inovadoras por meio de financiamento e iniciativas
colaborativas entre academia, setor privado

€ governo.

Aplicagao nos Setores
Produtivos

Foca na implementag@o de A em setores como agricultura, industria e
servigos, visando aumentar a eficiéncia e competitividade, além de
impulsionar o crescimento econdmico.

Aplica¢ao no Poder Publico

Promove o uso de A para aumentar a eficiéncia dos servigos publicos,
como saude, educagdo e seguranca publica, incentivando a
transparéncia no uso de dados publicos e a redugdo de custos.
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Seguranca Publica Busca fortalecer a seguranga publica por meio da aplicagdo de IA, com foco
na prevencdo e combate ao crime, respeitando os direitos
fundamentais e protegendo a privacidade dos cidadaos.

Fonte: Brasil, 2021, online

No entanto, essa recomendacao tem sido alvo de criticas significativas. Colombelli
(2024) aponta que a EBIA falha ao apresentar uma abordagem genérica e superficial, sem
definir de forma clara os responsaveis pela governanga e sem estabelecer indicadores
mensuraveis para avaliar o sucesso das iniciativas. A estratégia também ignora questdes
cruciais, como a necessidade de transparéncia, explicabilidade e a reflexao sobre o uso da IA
em contextos de alto risco, como a seguranca publica, onde o uso de tecnologias como o
reconhecimento facial pode trazer graves implicagdes éticas e de privacidade (Gaspar;
Mendonga, 2021).

Além disso, ¢ necessario um esfor¢o coordenado entre governos, empresas €
organizacdes internacionais para estabelecer diretrizes claras sobre o uso da IA. Essas diretrizes
devem garantir que seus beneficios sejam distribuidos de maneira justa e que os riscos a
privacidade, a liberdade e a justi¢a sejam minimizados. Embora o Brasil tenha avangado com
iniciativas como o PL 21/2020 e a EBIA, a falta de clareza e a auséncia de praticas bem
definidas ainda representam desafios criticos para a implementagao de uma regulacao eficaz.

A promog¢do de uma regulacdo equilibrada exige que os beneficios da inovagdo
tecnologica sejam compativeis com o respeito aos direitos fundamentais, evitando a delegacao
de responsabilidades para sistemas autbnomos que nao podem ser responsabilizados de maneira
eficaz. Portanto, a regulagao da IA deve ser flexivel, adaptativa e robusta, capaz de se adaptar

as rapidas mudancas da tecnologia sem comprometer os principios éticos e legais estabelecidos.

CONCLUSAO

Este trabalho analisou a interagdo entre os direitos da personalidade e as tecnologias
digitais, com especial atengdo ao impacto crescente da Inteligéncia Artificial (IA) e suas
implicacdes para a protecdo de direitos fundamentais.

Nessa perspectiva a introdugdo aos direitos da personalidade trouxe a tona a evolucdo
histérica desses direitos e a forma como a prote¢do de aspectos fundamentais da identidade
humana, como a privacidade, imagem e honra, foi se consolidando ao longo do tempo. A analise
revelou a relevancia continua dessas garantias na sociedade contemporanea, especialmente no

ambiente digital. As novas formas de violacdo desses direitos, como a invasdo de privacidade
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e o uso indevido da imagem nas redes sociais, impdem desafios significativos para os sistemas
juridicos atuais. A protecdo no ambiente digital, portanto, ndo ¢ apenas uma extensdo dos
direitos tradicionais, mas exige uma reinterpretagao de como esses direitos podem ser exercidos
e defendidos em um contexto de globalizagdo e hiperconectividade.

No segundo topico, discutimos a evolugdo da internet e o impacto das tecnologias de
IA na sociedade. A internet, inicialmente uma ferramenta de comunicagdo e troca de
informagoes, transformou-se em um ecossistema digital multifacetado que afeta todas as esferas
da vida. A ascensdo das tecnologias inteligentes, especialmente a IA, ampliou as possibilidades
de automacgdo, andlise de grandes volumes de dados e interacdo digital, mas também gerou
novas formas de vulnerabilidade para os individuos. A ascensdo das plataformas digitais e dos
algoritmos de IA revelou tanto beneficios quanto riscos, como a crescente centralizagcdo de
dados, a utilizag¢ao de IA para manipulacao de comportamentos e a vulnerabilidade de cidadaos
e consumidores em face dessas tecnologias. A reflexdo central deste topico foi a necessidade
urgente de um marco regulatério que equilibre inovagdo tecnoldgica com a preservagao dos
direitos individuais.

O terceiro topico concentrou-se nos impactos especificos da Inteligéncia Artificial sobre
os direitos fundamentais, com uma andlise detalhada da privacidade, da imagem e da justica
social. A A, enquanto tecnologia central nas transformagdes digitais, exerce uma influéncia
significativa sobre a privacidade, com a coleta e analise de dados pessoais em larga escala,
muitas vezes sem o consentimento adequado dos individuos. A manipulacdo da realidade
digital, por meio de deepfakes e outras tecnologias de manipulacdo de imagem, trouxe a tona
questdes cruciais sobre a protecdo do direito & imagem e as consequéncias legais do uso
indevido de tecnologias. A reflexdo ética e legal sobre a regulagdo da IA foi um ponto central
deste topico, ressaltando que, embora a IA possa trazer inovagdes importantes, a falta de
regulamentacdo adequada pode levar a violagdo de direitos fundamentais, criando riscos de
discriminac¢do, manipulacdo e comprometimento da dignidade humana.

Em sintese, a pesquisa demonstrou que, embora as tecnologias digitais, especialmente
a Inteligéncia Artificial, possuam grande potencial para beneficiar a sociedade, elas também
impdem riscos substanciais aos direitos da personalidade e a protecdo dos direitos
fundamentais. O equilibrio entre a inovacao tecnologica e a preservagao da dignidade humana,
da privacidade, da imagem e da honra ¢ fundamental. Além disso, a regulagdo da IA ¢ essencial
para mitigar os impactos negativos dessas tecnologias, garantindo que o avanco digital ndo
ocorra a custa da violagdo dos direitos fundamentais. O desafio €, portanto, criar um arcabougo

legal que acompanhe a velocidade da inovagao, preservando os direitos individuais e coletivos
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enquanto permite o progresso tecnoldgico.
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